MTH 324, Lab #10, Fall 2022  Name

Instructions: Follow along with the tutorial portion of the lab. Replicate the code examples in R on your
own, along with the demonstration. Then use those examples as a model to answer the
questions/perform the tasks that follow. Copy and paste the results of your code to answer questions
where directed. Submit your response file and the code used (both for the tutorial and part two). Your
code file and your lab response file should each include your name inside.

Computational models: Permutations and Bootstrapping

Let’s look at some examples of bootstrapping and permutation tests. While we have looked at simple
cases earlier in the course, we are going to look at some slightly more complex cases. The first will be to
return to some data we used in an example in a previous lecture for the two-sample Wilcoxon test.
(These are the sample examples from the lecture.)

Example.
A study of guinea pigs tests the effects of orange juice vs. synthetic ascorbic acid on odontoblasts. The
data is below.

Orange | 8.2 9.4 9.6 9.7 10.0 14.5 15.2 16.1 17.6 21.5
Juice
Ascorbic | 4.2 5.2 5.8 6.4 7.0 7.3 10.1 11.2 11.3 11.5
Acid

We are going to go through the example again, but now is your chance to repeat it in R. First, we’ll enter
the data and load the required package.

o

26 library(dplyr)

27 x<-c(8.2, 9.4, 9.6, 9.7, 10.0, 14.5, 15.2, 16.1, 17.6, 21.5)
28 y=<-c(4.2, 5.2, 5.8, 6.4, 7.0, 7.3, 10.1, 11.2, 11.3, 11.5)
29

30 orig_mean=-mean(x)-mean(y)
31 orig_mean

32

33 datal=-data.frame(source
34  dataz=-data.frame(source
35 data<-rbind(datal,dataz)|
36

rep(l),measure=x)
rep(2),measure=y)

Then we set up our sampling procedures and compute our differnces of means. Starting with the
permutation test.

L]

37 diffs <- cQ

38 N=10000

39 n=20

40~ for{i in 1:N) {

41 sample <- sample_n(data,n,replace=FALSE)
47 meanl <- mean(sampleimeasure[1:10])

43 mean? =- mean(sampleimeasure[11:20])

44 diff <- meanl-mean?
45 diffs =- c(diffs, diff)
46« }




Once we have our differences, we need to find the number that are greater than our original value.
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diffsl<-data.frame(diffs)

k =- filter(diffsl, diffs == 5.18)
p_val =- length(k)/N

p_val

If we want to construct our confidence interval, we need to sort the list to find the relevant margin of

error.
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diffs_sorted<-sort(diffs)
diffs_sorted[250]
diffs_sorted[9751]

Remember that these values depend on having 10,000 differences. If you increase the number of trials,
you’ll need to adjust the numbers to correspond to 2.5% in each tail for a 95% confidence interval. Or
a /2 for any other confidence level.

Now, bootstrapping the same data.
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diffs <- c()
N=10000
n=10

62~ for(i in 1:N) {

63
64
65
66
67
68

samplel <- sample_ni{datal,n,replace=TRUE)
sample? <- sample_n(data2,n,replace=TRUE)
meanl <- mean(samplelimeasure)

mean? <- mean(sample2imeasure)

diff «- meanl-mean2

diffs <- c(diffs, diff)

69~ }

-~

Then we can calculate our confidence interval and P-value estimate.
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diffs_sorted<-sort(diffs)
diffs_sorted[250]
diffs_sorted[9751]

diffsl<-data. frame{diffs_sorted)

k =- filter(diffsl, diffs_sorted <= 0)
p_val =- Tength(k) /N

p_val

min{diffs_sorted)



See the class notes from the last lecture for additional details. You can also look back at the end of Lab
#5 for the one-sample example. After running these examples yourself (and feel free to experiment with
the number of trials and the bootstrapping sample size), use these models to complete the tasks.

Tasks
Use the data in the Excel file to complete the tasks. Use at least 10,000 trials.
1. The data on sheet 1 is on husbands and wives purchasing a car at the same dealership. Use
bootstrapping to construct a confidence interval for the paired test. How does your result
compare with the results of a paired t-test? Check any assumptions with graphs.

2. The data on sheet 2 is on the impact of exercise on cholesterol levels. Conduct a permutation
test on this data to determine if there is sufficient evidence to believe that exercise reduces
cholesterol. Check any assumptions with graphs.
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